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Abstract—Polarization-mode dispersion (PMD) prevents the
cost-effective upgrading of fiber networks to 40 and sometimes even
to 10 Gbit/s. This paper reviews recent progress in its mitigation
and compensation and points out where more research is needed.
Electronic PMD mitigation is preferable at 10 Gbit/s, due to its
low cost, even though it is accompanied by a considerable residual
penalty. A lot of work takes place in the field of optical PMD com-
pensation. Among the numerous detection methods for first-order
PMD, we prefer a purely electronic, hence low-cost, arrival time
detection method, with a linear readout and ps-sensitivity. Sur-
prisingly, the most easily detectable higher order of PMD is the
third order, indicated by a slope steepness difference. Both methods
rely on a polarization scrambler at the transmitter side, which
can be shared. Regarding PMD compensators, LiNbO3 devices
are probably needed to guarantee a sufficient speed. A distributed
PMD compensator allows to integrate a number of polarization
transformers and differential group delay sections on one chip,
thereby exactly emulating the way how the fiber accumulates, but in
reverse order and orientation. We report on progress in using these
devices, including their use for PMD compensation in a 40-Gbit/s
carrier-suppressed return-to-zero differential phase-shift keying
experiment. More work is needed to perfection the device, and to
implement a fast endless polarization control. The theory of the
distributed PMD compensator lends itself to a new definition of
higher order PMD by a Fourier expansion of mode conversion, as
an alternative to the familiar Taylor expansion of the PMD vector.

Index Terms—Optical fiber communication, optical fiber polar-
ization, polarization-mode dispersion (PMD).

I. INTRODUCTION

POLARIZATION-mode dispersion (PMD) means in the
simplest case that a nondichroic optical fiber exhibits a dif-

ferential group delay (DGD) between two orthogonal principal
states-of-polarization (PSPs) [1], [2]. PMD is a big obstacle for
high-capacity long-haul optical communication systems. Most
if not all telecom carriers with fiber plant dating from 1995 or
earlier have problems transmitting 40-Gbit/s signals on that
part of their network, sometimes even at 10 Gbit/s. While an
upgrade to new, low-PMD fibers is possible, the underlying
economics have directed a lot of effort toward PMD mitigation
and compensation.
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The use of solitons can suppress PMD to a certain degree [3].
However, since much of the transmission takes place in a fairly
linear regime, PMD must also be handled actively.

Section II of this paper deals with electronic PMD mitigation.
Implementation cost is moderate, at the expense of a consider-
able residual penalty. Electronic PMD mitigation is preferable
at 10 Gbit/s, where optical PMD compensation would be too
costly.

Optical PMD compensation has started (we believe) in 1994
[4], [5] and has rapidly expanded toward electrooptic [6] and
40-Gbit/s operation [7]. Important recent publications in the
PMD, especially PMD, compensation field are, for example,
[8]–[15]; many more are cited later.

Endless polarization control, i.e., the tracking of arbitrary
paths that may circle the Poincaré sphere many times, is a much
more demanding task than polarization control with limited con-
trol range. It seems that in many publications insufficient atten-
tion has been given to the problem of fast and endless PMD
tracking. We believe this problem is usually more difficult to
overcome than adaptation algorithm issues, such as the ques-
tion of local minima.

This, and the interplay between polarization-dependent loss
(PDL) and PMD, are outside the scope of this paper.

A limit of optical PMD compensation efforts is given by the
onset of cross-phase modulation [16], [17], though this problem
may be expected to be smaller in return-to-zero differential
phase-shift keying (RZ-DPSK) systems.

The rest of this paper is organized as follows. Section III
covers PMD detection, in particular electronic detection of first-
and higher-order PMD. Section IV is devoted to optical PMD
compensation (PMDC). We favor a distributed PMDC imple-
mented in LiNbO , and present recent results on such a de-
vice. Section V shows that the distributed PMDC provides a new
higher order PMD definition, which describes PMD accurately
and is an interesting alternative to the current higher order PMD
definition. A conclusion is also given.

II. ELECTRONIC PMD MITIGATION

Most transmission systems where PMD is a concern are oper-
ated with optical amplification. At the receiver side there is a last
optical amplifier with a gain so large that the shot noise can be
neglected; only the amplifier-induced noise persists. In this case
the amplifier noise can be modeled as Gaussian field quantities
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Fig. 1. Electrical PMD mitigation by quantized feedback. Note that the noise amplitude increases with the signal amplitude.

Fig. 2. Calculated OSNR penalty versus normalized DGD.

in phase and in quadrature to the wanted signal. The photocur-
rent is proportional to the squared magnitude of the field, and
has therefore a probability density function. If noise is small
and optical filtering is tight, then the decision threshold of the
photocurrent is ideally near 1/4 of the full signal swing because
the decision threshold of the optical field would be near 1/2 of
the signal swing. Usually 1/3 is implemented because of non-
ideal modulator extinction. A compilation of the mathematical
steps is given in [18].

If the eye diagram is fully closed, for example, because the
transmitted power is launched with equal powers into both PSPs
and the DGD is one bit duration, linear electronic equalizers
cannot help. As an example, for the electronic PMD mitigation,
consider therefore a decision feedback equalizer (DFE), which
can help even in such cases. In Fig. 1 the left part schematically
shows the received eye diagram. The decision margin is fairly
small because the DGD is close to one bit duration. The right
part shows the same eye diagram, but decomposed depending on
whether the previous symbol was a zero or a one. The decision
feedback can place the effective decision levels at or near the
optimum positions.

While the eye opening penalty in the decomposed eye dia-
grams is less than 3 dB in Fig. 1, the optical signal-to-noise ratio
(OSNR) penalty is a lot worse. Especially the preceding ones at
the right side are difficult to work with. This is because only true
zeros have low noise, and nonzero signals are accompanied by a
lot of noise. Fig. 2 shows calculated OSNR penalties. When the
DGD equals one bit duration , the residual penalty with DFE
can surpass 9 dB. The number of degrees-of-freedom (DOFs)
of the distributions is approximately equal to 2 (in-phase and
quadrature noise) times 2 (polarizations) times the ratio of the

Fig. 3. Minimum DOP versus DGD for different pulse shapes.

optical bandpass filter width divided by twice the electrical low-
pass filter width (at least equal to one). Much fewer than eight
DOFs are not well realizable. The true residual penalty can be
lower than predicted here, because a nonideal intensity modu-
lator extinction ratio can cause a baseline penalty that masks
some of the total penalty. For example, an extinction ratio of

13 dB causes a penalty of at least 1.5 dB.
Also, adding a transversal filter before the DFE improves the

situation. Thirdly, thermal noise can never completely neglected
and also adds a baseline penalty.

Not surprisingly, a number of experiments with electronic
PMD mitigation circuits has shown penalties on the order of sev-
eral decibels [19]–[25], especially when accompanied by EDFA
noise. DFE operation beyond 10 Gbit/s is possible, but difficult
[25]. In total, electronic PMD mitigation circuits are very at-
tractive at 10 Gbit/s, where the cost of optical PMD compen-
sators is too big an obstacle. Whether they can be implemented
at 40 Gbit/s remains to be seen; this will at least be very diffi-
cult. The two next sections will therefore concentrate on PMD
compensation in the optical domain.

III. PMD DETECTION

A. Optical PMD Detection Methods

Since PMD happens in the optical fiber, it is straightforward
to detect it in the optical domain, before the photodetector de-
stroys polarization information. Several related methods have
mostly been employed: Kikuchi has proposed to monitor the de-
gree-of-polarization (DOP) [26]. Later, Rosenfeldt et al. have
added polarization scrambling at the transmitter side because
this allows one to obtain a more informative readout, including
higher order PMD [27]. Fig. 3 shows a simulated DOP readout
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Fig. 4. Measurement setup and projections of measured output polarization trace of “tennis ball” polarization scrambler.

as a function of DGD for various pulse shapes. The readout
is proportional to the DGD, but only if the pulse edges are
shorter than the DGD. For RZ pulses the readout is somewhat
ambiguous.

Rosenfeldt et al. have also reported on a polarimeter placed
behind a tunable, frequency-swept optical bandpass filter [28].
Recently, Möller et al. have replaced the tunable filter by an an-
gled fiber Bragg grating in view of polarimetry [29]. Photode-
tector arrays provide a parallel readout of the frequency-depen-
dent Stokes parameters. In principle this is a low-cost solution
that should allow one to construct such a spectral polarimeter,
covering a whole WDM band. However, in practice it is more
common to monitor the signal behind a PMD compensator that
is dedicated to one WDM channel, and this would mean that
one spectral polarimeter is needed for each WDM channel. Fre-
quency-independent inline polarimeters can also be fabricated
based on fiber Bragg gratings [30].

The efficiency of all these methods is of course increased if
measurements take place at several positions, for example, at
the input, at an internal tap, and at the output of an optical PMD
compensator [27], [31], [15].

Since cost seems to be the most important decision crite-
rion nowadays, the authors prefer electronic PMD detection
methods. Some of them need polarization scrambling just like
a few optical methods [27], [31].

B. Polarization Scrambling

Polarization scrambling is an ancillary science to PMD de-
tection. A variety of optical PMD detection techniques [27],
[31] need polarization scramblers. In most cases it is possible
to share one scrambler by many WDM channels, so the cost
is not prohibitive. Polarization-independent scramblers can be
constructed [32], but the time-bandwidth product is so large that
they are not very attractive: Either the PMD detection interval
must be very long or the electronic processing bandwidth of
the (optical or electronic) PMD detection device must be quite
large.

We have therefore implemented a polarization scrambler with
the lowest possible time-bandwidth product [32]. It works for a
pair of fixed orthogonal input polarizations. This means that the
WDM channel signals must be combined at the transmitter side
with polarization-maintaining components.

Let the time-variable scrambler output polarization and a PSP
of a subsequent fiber be denoted by the normalized Stokes vec-
tors . We drop the time dependence and introduce the

averaging operator . The covariance matrix of the scrambler
output polarization is

(1)

where denotes transposition. Ideally, should vanish and
should become equal to 1/3 times the identity matrix. Obvi-

ously its three eigenvalues are all equal to 1/3. One solution is
the Stokes vector

(2)

where is the scrambling frequency. A single electrooptic
waveplate [33] on a commercially available X-cut, Z-propaga-
tion LiNbO chip has been used with circular input polarization,
“rotating” orientation, and periodically time-variable retarda-
tion to implement such a scrambler. The upper signs in (2) were
chosen. Fig. 4 shows projections of Poincaré sphere traces,
taken at the device output at a low speed. They look like the
vulcanization line of a tennis ball. The eigenvalues of were
very close to the ideal values of 1/3, with relative deviations
from their mean of just 1.7%. When the wavelength was
tuned, the lowest eigenvalue stayed above 0.28 over more than
40 nm bandwidth.

C. Electronic PMD Detection Methods

Among the electronic methods for first-order PMD detection,
we favor the arrival time detection scheme [34], [36]. In the
presence of PMD, the polarization modulation caused by the
scrambler is accompanied by an arrival time modulation. If the
slow PSP of a first-order PMD medium with a DGD is given
by the normalized Stokes vector , then the pulse arrival
time is

The variance of is

With (1) and (2), the result is obtained. The
rms value is directly proportional to the DGD. This is a
great advantage because even small DGDs can be accurately
detected.
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Fig. 5. First-order PMD detection using tennis ball scrambler and arrival time detection.M = motorized endless fiber-optic polarization transformers.

Fig. 6. PMD detection readout for tennis ball scrambler and arrival time detection scheme in a 40-Gbit/s CSRZ-DPSK setup. Solid curves correspond to lowest
and highest readouts caused by motorized polarization transformers. Associated � one standard deviation intervals are indicated by “�” and allow one to assess
the sensitivity.

The purely electronic first-order PMD detection takes place
in a setup according to Fig. 5. In our first experiments a
40-Gbit/s NRZ transmission system was used. The tennis ball
scrambler was operated with a fundamental scrambling fre-
quency of 417 kHz. Precharacterized polarization-maintaining
fiber (PMF) pieces were inserted as PMD devices under test.
In order to include any uncontrollable polarization influence
including PDL, slow motorized polarization transformers (M)
were added before and after the PMF. The clock and data
recovery in the optical receiver features a clock phase detector.
Together with a voltage-controlled oscillator (VCO) and a
loop filter, a proportional-integral controller (PI), it forms a
phase-locked loop (PLL). The clock recovery PLL tracks the
PMD-induced arrival time fluctuations. If it is fast enough,
then the signal at the VCO input is proportional to the temporal
derivative of the arrival time modulation. It is sufficient to inte-
grate this signal, and to measure the rms value of the integral,
thereby obtaining . The measurement interval was one
scrambling period, 2.4 s. The sensitivity, where the readout
minus one standard deviation was more than the background
readout plus one standard deviation, was about 0.88–1.35 ps
[32]. Very similar readouts result for RZ modulation. A 210-km
transmission and PMD compensation experiment was also
conducted [36]. There was normal PDL in the link. No attempts
to suppress it were made here, nor in the next experiment.

Recently the arrival time detection scheme was also tested
for carrier-suppressed return-to-zero (CSRZ)-DPSK signals. In
that case the receiver front end consisted of an interferometer
and two photodetectors, and it was connected to the differential
inputs of the clock-and-data recovery. The exact setup is shown

later in Fig. 16. The obtained readouts are very similar to those
obtained for NRZ intensity modulation in [32]. Fig. 6 shows a
fairly linear readout from about 1 to 19 ps. The sensitivity was
assessed to be 1.2 ps.

Quite interestingly, arrival time detection of PMD is also
possible in polarization multiplexed transmission systems
using the RZ signal format [35]–[37]. The big advantage here
is that no scrambler is necessary at all because it is replaced
by a differential phase modulation between the two orthogonal
polarization channels, which in turn is realized by a small
laser frequency modulation combined with a differential delay
of the two polarizations before they are modulated. A PMD
detection sensitivity of 150 fs has been achieved in a 4.8- s
measurement interval, and RZ polarization division multiplex
transmission over 212 km with PMD compensation became
possible.

Among the earliest reported electronic methods for PMD de-
tection is the power measurement in bandpass portions of the
photodetected electric signal [5]–[7]. Since PMD is generally a
low-pass effect, it is sufficient for PMD compensation to try to
maximize the high-frequency components of the electric signal.
No scrambler is needed, but the readout for small DGDs rises
with the square of the DGD.

PMD can also be detected by threshold scanning [38] in an
extra decision circuit, or by reading the FEC raw errors. These
digital methods are relatively easy to implement but suffer from
speed penalties, since it takes extra time to filter out the quanti-
zation noise, compared to an analog detection technique.

Table I summarizes the properties of the most important op-
tical and electrical first-order PMD detection methods. Arrival
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TABLE I
HOW TO DETECT FIRST-ORDER PMD

time detection possesses most advantages and can be realized
with commercially available technology.

Higher order PMD can also be detected electrically, to some
degree. Francia et al. have reported that a PMD vector that ro-
tates in the Stokes space as a function of optical frequency gen-
erates asymmetric (leading or trailing) overshoot in detected
NRZ signals [39].

According to our investigations [32], the asymmetric dis-
tortion is due to third-order PMD and is characterized by a
steepness difference between rising and falling electrical signal
slopes, while second-order PMD causes pulse distortions with
a front-to-back mirror symmetry. To see this it is sufficient to
pass an optical data signal through field transfer functions equal
to (second-order chromatic dispersion, symmetric
distortion) and (third-order chromatic dispersion,
asymmetric distortion; see also [40]). In effect, the Taylor
expansion of a circular trajectory must be of infinite order to be
correct. So there is not only second- but also a lot of third-order
PMD. The effect can only be understood to be of second order
(but not to be due to second-order PMD) if one takes a PMD
model with two cascaded DGD sections.

The important thing about the asymmetric distortions with
slope steepness difference, caused by third-order PMD, is that
they can be detected more sensitively than symmetric overshoot,
caused by second-order PMD, see Fig. 21 of [32].

To discuss a very similar situation more in detail, we need to
introduce now DGD profiles. The PMD vector has a length
equal to the DGD and points in the direction of a principal state-
of-polarization in the three-dimensional normalized Stokes
space. If DGD sections are cascaded, the overall PMD vector
is given the sum of individual PMD vectors

. The are referred to the input of the
whole cascade, whereas are the local individual PMD
vectors. is the product of all 3 3 rotation matrices, which
represent the retarders (including DGD sections) preceding the
DGD section . Plotting the sequence of in such a way that
the tail of starts from the head of results in a DGD
profile. Its endpoint is given by . More details and examples
of measured DGD profiles are given in [32], [7], and [37].

After compensation of first-order PMD, the DGD profile
origin and endpoint must coincide (at the optical carrier

frequency) because this means that the first-order PMD is
zero. The resulting DGD profile will most likely consist of a
loop or a similar closed trajectory shown in Fig. 7(left). The
nearly parabolic trajectory is the position of the PMD vector
as a function of frequency. The linear motion (LM) means
second-order PMD. The quadratic (forth and back) motion
(QM) is in this approximation due to third-order PMD. And
here, as for any other DGD profiles, it is the projection (PQM)
of the quadratic motion QM along the input polarization
(arrow) that determines the amount of asymmetric overshoot,
not second-order PMD. The corresponding simulated eye
diagram is shown in Fig. 7(b). The auxiliary lines underline the
slope steepness difference.

The presence of DGD profile loops, which exhibit second-
and third- and all higher orders of PMD, has been detected in
the 40-Gbit/s transmission setup of Fig. 8. The signal passed a
PMD emulator (PMDE) and compensator (PMDC). The former
consists of two mechanical polarization transformers (M1, M2),
each of which is followed by a DGD section. The latter has
the same structure but uses electrooptic -cut, -propagation
LiNbO polarization transformers (E1, E2). At the receiver side
there was arrival time detection. The PMDC was controlled as
to minimize first-order PMD. In addition, a slope steepness dif-
ference detector acted on the photodetected signal. It was built
on a ceramic substrate with a differentiator and two oppositely
poled one-way rectifiers. The usable frequency range was up to

GHz and turned out to be acceptable. The sum of the two
rectified signals represents the slope steepness difference.

Experimentally obtained eye diagrams [41] are shown in
Fig. 9, displayed with negative polarity, and recorded while
the scrambler was stopped. For the eye diagrams at the bottom
the third-order PMD QM is parallel or antiparallel to the input
polarization.

The 2.4- s scrambling period was also chosen for slope
steepness difference measurement. In order to maximize higher
order PMD, the controller was first set so that it tried to
maximize the rms slope steepness difference by E1, E2. The
manual polarization transformer M2 was also adjusted with the
same aim. Six cases were investigated, where the subsequent
sections had DGDs of 0 ps (only one manual, no electrooptic
polarization transformer, essentially no PDL), 0 0 0 0
ps (back-to-back, with PDL just as in all following cases), 2.2

4 4 2.2 ps, 6.25 4 4 6.25 ps, 6.25 6.25
6.25 6.25 ps, and 6.25 19 22.8 6.25 ps, respectively.
Nearly flat, rhomboid-shaped DGD profiles are expected, with
areas of 0, 0, 8.8, 25, 39, and 261 ps , respectively. To give
an example, the associated second-order PMD for the 6.25

6.25 6.25 6.25 ps case is 78 ps . Since the setup was
also influenced by PDL ( 1 dB), mainly from E1, E2, the
worst case was assessed by adjusting M1 for smallest readout.
This does not change the rhomboid; it just reorients it in the
PMD vector space. The rms slope difference readouts were
recorded as well as their standard deviations. After this the
controller was switched in each case to minimize the rms slope
difference readout, while M1, M2 were left unchanged. Value
and standard deviation were again recorded. In Fig. 10 the solid
lines are readout values and the “ ” signs (sometimes hardly
discernible) indicate one standard deviation error intervals.
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(a) (b)

Fig. 7. DGD profile for vanishing first-order PMD. Output arrows of DGD profile are not shown for easier visibility. Corresponding eye diagram exhibits slope
steepness difference.

Fig. 8. 40-Gbit/s transmission setup with first- and third-order PMD detection and PMD compensation.

Fig. 9. 40-Gbit/s eye patterns back-to-back (top left), with unequal
steepnesses of rising and falling slopes (bottom) and with unequal curvatures
(all except back-to-back). Polarity is negative. Transmission took place in the
setup of Fig. 8, which was configured to have a DGD profile like in Fig. 7,
with 6.25 + 6.25 + 6.25 + 6.25 ps of DGD in four sections, but the scrambler
was stopped.

Between maximized rhomboid areas of 8.8 and 39 ps , a rough
proportionality of the readout was found as expected. It is
seen that between the smallest of the maximized rhomboid
areas (8.8 ps ) and the maximized back-to-back case there
is a readout difference of several standard deviations. The
back-to-back case with reduced PDL and without PMDC (only

1 0 ps remained) was again a lot better. So, the large PDL
had an influence on the setup but even in the worst case it was
possible to detect the negligibly small DGD profile rhomboid

Fig. 10. Slope steepness difference readout versus DGD profile loop area.
Lower curve results when controller tries to achieve zero DGD profile area.

2.2 4 4 2.2 ps within just 2.4 s. The compensator was
able to essentially close it, as well as all larger DGD profile
loops. First-order PMD was also compensated at all times.

A simultaneous factor measurement was not tried because
threshold scanning influences the arrival time detection, and
thermal drift in the DGD sections of the PMDE made it difficult
to maintain a certain measurement condition over a longer time.
Nevertheless, the assessed PMD situations resulted in particu-
larly distorted eye diagrams (under the condition that first-order
PMD was essentially eliminated).
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IV. OPTICAL PMD COMPENSATION

A. Devices and Methods

Before specializing on one PMD compensation device and
method we review here some work in this field.

Inside an optical PMDC with cascaded DGD sections each
of its polarization transformers must be able to endlessly trans-
form any input polarization into a principal state-of-polariza-
tion of the subsequent differential group delay section [7].
Endless tracking means that polarization fluctuations may at
any point in the fiber link go around the Poincaré sphere
more than once, possibly an infinite number of times. This
is a much more difficult task than polarization control with
limited control range: For any polarization transformer, the
tracking of certain small polarization fluctuations will require
large drive signal changes. For example, when an electrooptic
Soleil–Babinet compensator [33] (rotatable waveplate with ad-
justable retardation) with circular input polarization reaches a
retardation angle of while the output polarization marches
straight through the point of circular retardation, then it must
change its orientation angle by ; else the retardation angle
and the required driving voltages will keep increasing, even-
tually destroying the device.

Polarization transformers with retarders having fixed eigen-
modes are more complicated to control. Procedures are neces-
sary where a retardation is typically reset by 2 under coopera-
tion of other retarders to keep the output polarization unchanged
[34]. Fiber squeezers and most kinds of liquid crystal cells be-
long to this class. The tracking speed that can be achieved is
minimum if the absolute value of the retardation is not stable.
Stability is usually not specified by manufacturers. Even when
the retardation is stable the safe endless tracking speed is just
0.033 rad/iteration [42]. We therefore see the potential of such
retarders for PMD compensation as quite critical. For combina-
tion with a high-speed controller, we believe the response time
should be on the order of 5 s or less.

All polarization transformers can be operated as endless de-
vices even without stable retardation if there are many of them.
However, the speed penalty paid for this simplification is dra-
matic.

A workhorse for a lot of experimental PMD compensation
work are electrooptic waveplates in -cut, -propagation
LiNbO . These devices are not birefringent and have a wide
optical bandwidth. The response is increased by a finite buffer
layer isolation, but is therefore not fully instantaneous.

In addition to endless control of one variable polarizaiton
with an electrooptic Soleil–Babinet compensator [33] two
Soleil–Babinet compensators [43] or three waveplates [44]
have been used to transform any input into any output polariza-
tion. Devices where the waveguide birefringence is tuned out
completely by a slight off-axis propagation can be operated with
low offset voltages. But the waveguide exhibits a reciprocal
circular retardation. Another issue is dc drift [45]: Charges
generated by the pyroelectric effect are separated under the
influence of a static external electric field, thereby weakening
this field inside and near the waveguide. Ion migration in the
buffer layer and/or conductivity disturbances of the crystal

Fig. 11. 20-Gbit/s eye diagrams (a) back-to-back, (b) with emulator and idle
PMDCs (unusually good here), (c) with emulator and working PMDCs, and (d)
with PMDCs alone.

Fig. 12. Elementary in-phase and quadrature mode converter (one section) in
x-cut, y-propagation LiNbO .

cause a similar effect. DC drift limits are not known or at least
not specified for commercial -cut, -propagation LiNbO
polarization transformers. The dc drift lets the retardation
offset calibration drift slowly with time, and this is the biggest
problem.

Polarization controllers made of any other materials than
LiNbO are less suitable in our opinion.

B. Distributed PMD Compensator

Regarding cost and space, the integratability of several polar-
ization transformers and DGD sections into one device is deci-
sive. This requirement, and most others, are best fulfilled in a
distributed PMDC. In a preparatory attempt a weakly polariza-
tion-maintaining fiber with a total DGD of 77 ps was twisted at
64 positions. This resulted in successful PMD compensation at
20 Gbit/s [7].

Later the principle was implemented in an -cut, -propaga-
tion LiNbO chip. At 20 Gbit/s, 10 20 ps of DGD were com-
pensated by two cascaded distributed LiNbO PMDCs with a
total DGD of 43 ps [46]. Corresponding eye diagrams are shown
in Fig. 11. The device was also tested at 40 Gbit/s [47].

In the following we will concentrate on recent progress with
these devices [48], [49]. Fig. 12 shows a basic polarization trans-
former, an in-phase and quadrature mode converter as proposed
by Heismann and Ulrich [50]. Several or many of them are cas-
caded in a distributed PMDC. Comb-shaped mode converter
electrodes are distributed along a birefringent waveguide.

The electrode period equals the TE-TM beat length
(22 m at 1550 nm). This mode converter may be called a
Soleil–Babinet analog SBA [7] because of the analogy
to a Soleil–Babinet compensator: What the Soleil–Babinet
compensator does with circular, the SBA can do with hori-
zontal/vertical polarizations. It is described by a Jones matrix
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or a 3 3 rotation matrix ( Mueller submatrix), shown in (3)
at the bottom of the page, respectively. An SBA introduces
an angle equal to its retardation between the PMD vector
directions of a preceding and a following DGD section, thereby
rotating the subsequent rest of the DGD profile by . Angle

defines the phase shift between an unconverted and a
mode-converted wave and can be called an orientation angle.
An SBA retardation of a DGD is represented by a phase
shifter PS with Jones and rotation matrices

respectively, where is the optical angular frequency. The
whole distributed PMDC is approximately described by the
Jones or rotation matrix product

PMDC PS SBA (4)

The product must be executed from left to right with de-
scending index while the light passes the SBAs and PSs in
ascending order . A longitudinally variable pattern of in-phase
voltages and quadrature voltages (Fig. 12) couples TE
and TM modes. Using a constant , we can write

(5)

Note that it holds and .
A pigtailed PMDC was electrooptically investigated. It had

pairs of in-phase and quadrature electrodes, each seg-
ment being 1.27 mm long. The total PMD was

23 ps, which is good for 40-Gbit/s PMD compensation. The
PMDC was operated with a horizontal input polarization in the
waveguide. A polarimeter was connected to the PMDC output.
Consider the case when all voltages except those of segment
are zero. With PMDC given by its Jones or its rotation matrix,
the output polarization state can be expressed by the Jones or
normalized Stokes vector

PMDC

PMDC (6)

respectively. Here are phase shifts. If they are
modulo 2 unequal, then the waveguide is nonuniform. Four
voltage pairs were ap-
plied sequentially to each of the electrodes in section , and the
output polarization state was measured. Equations (5) and (6)
allowed one to determine and . Performance was best at

Fig. 13. (Top) Polarization change ' and its orientation � (o) and (b) orienta-
tion error � �� (+; solid line) for V +jV = 20V. Point i = 17, where
both electrodes had internal shorts to ground, is omitted.

nm, where varied somewhat as a function of but
not too much (Fig. 13).

Waveguide nonuniformity can decrease the conversion effi-
ciency of long mode converters. Indeed, varied unusually
much due to errors which occurred in the production of this
particular device. So, if a number of adjacent in-phase elec-
trodes were connected in parallel, and likewise for quadrature
electrodes, then a low mode conversion efficiency would result,
especially for where adjacent differ by about .
Apart from improved fabrication, the only way to combat this
is to subdivide the mode converters into fairly short sections,
which was done here. However, it has been argued that a large
number of electrode voltages cannot be controlled sufficiently
fast.

In PMD compensation algorithms, it is common to dither var-
ious electrode voltages, one at a time, and to optimize them
by a multidimensional gradient search using one or more con-
trol criteria. For a maximum voltage of 55 V ( V m), a
waveguide length of 4–6 mm will be needed for full mode
conversion, and it is therefore possible to reduce the number
of control variables below 2 . A straightforward approach is
to specify, say, four “discrete” polarization transformers at 0,

4 /2, and 3 /4, where is the chip length. Due to the pre-
vious calibration process, just two control variables are required
per polarization transformation, which is the physically neces-
sary minimum. Such a PMDC needs voltages but just eight

(3)
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control variables, and is four times more variable than a PMDC
featuring one commercial -cut, -propagation LiNbO device.
The latter requires up to 16 control variables for its eight wave-
plates, but a reduction of the number of control variables is also
conceivable there.

An alternative approach employs a number of spatial Fourier
coefficients

(7)

of retardation or mode coupling as control variables. The re-
quired inverse Fourier transform and multiplication can be im-
plemented in an FPGA for fast execution

For a distributed PMD compensator, the DGD profile is a
straight rod as long as no voltages are applied. The Fourier co-
efficient causes a bend or loop, and with a spiral
of the DGD profile. The coefficients permit a precise control of
the DGD profile shape. Optimizing the low-order coefficients
more often than the high-order ones may improve the mean
PMD tracking speed. Some 38 control variables or so (real and
imaginary parts of ) may be sufficient
for a 96-mm-long chip. If the center of gravity of the coeffi-
cient spectrum, rms-averaged over extended times, is not near

, there may be a static phase mismatch. To overcome it,
one may correct the chip temperature: A temperature change by

K will translate the center of gravity from to zero
for a 96-mm-long chip. The sign depends on the definition of
in-phase versus quadrature.

Note, however, that at the chip input an extra polarization
transformation, independent of the Fourier coefficients, should
preferably be implemented, in order to orient the waveguide
DGD as soon as possible in such a direction that PMD is com-
pensated.

At the experimental side we have, for a start, optimized the
control performance of one SBA. Six mode converter cells (sec-
tions) were used, four of which were sufficient for a halfwave
SBA operation (full mode conversion). After calibration the sec-
tions form a single retarder, which depends only on total retar-
dation and total orientation as parameters.

A PSP, say, TE, is fed into the polarization transformer. The
device was initially operated as a rotating halfwave SBA, and the
output polarization (near TM) was recorded with a polarimeter.
After proper amplitude adjustment of the sinusoidal voltages,
the output polarization stayed within a circle having a radius of
just 0.05 rad on the Poincaré sphere. Fig. 14 shows output polar-
izations when the SBA retardation was varied from zero to al-
most for various SBA orientations. They converge fairly well
in one point, which is essential for endless polarization tracking.
According to our experience, such a good accuracy was not
achievable with electrooptic waveplates in -cut, -propagation
LiNbO from two vendors.

Next a moving target polarization, which the polarization
controller has to track, was defined by software. Only the
distance (on the Poincaré sphere) between the actual polariza-
tion, measured by a slow polarimeter, and the target was used

Fig. 14. Poincaré sphere meridians generated by SBA where the retardation
varies from zero (uncritical “pole,” ”TE”) to almost � (critical “pole,” ”TM”)
with various orientations. Coordinate system rotation is arbitrary.

Fig. 15. Misalignment angle distributions during worst case polarization
tracking with a polarimeter (�) and during random polarization tracking using
a polarization division multiplex interference signal (—).

in the control algorithm. Virtually all possible polarization
states and trajectories were investigated but extreme care was
taken to scrutinize the behavior at and near the “pole” of TM
polarization. In 30 most critical great circle trajectories across
the poles, the worst displacement from the wanted trajectory
was 0.125 rad (Fig. 15). Most measurements had deviations

0.04 rad. The tracking speed was 0.012 rad/iteration.
In order to get rid of the slow polarimeter, a polarization

division multiplex signal was set up, and the interchannel
interference was monitored as apolarization error signal [51].
Fig. 15 — shows the misalignment angle distributions ob-
tained while random polarization variations are being tracked.
These were generated by motorized endlessly rotating fiber
coils. The tracking speed was 1.3 rad/s or 0.002 rad/iteration
(one iteration ms). The worst case misalignment was

0.13 rad. Note, however, that endless tracking is a worst case
scenario that happens rarely. The instantaneous (non endless)
tracking speed is more than 100 times higher: signal acquisition
from anywhere on the Poincaré sphere occurs in iterations
or so.

The slower permissible endless tracking per iteration,
compared to the previous case and compared to the 0.033 rad/
iteration in [42], is believed to be due to a nonrectangular elec-
trooptic step response of the device. It is caused by a higher
conductivity of the buffer layer compared to the LiNbO .
More work needs to be done to shorten the electrooptic
step response. Alternatively, the response may be electrically
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Fig. 16. 40-Gbit/s transmission setup with first- and third-order PMD detection and PMD compensation.

equalized. At present the tracking speed is heavily limited by
deliberately imposed algorithmic constraints, which could be
released if the step response were fast and rectangular. This
is expected to be a key to faster tracking. The execution time
per iteration can probably cut down to 50 s by a suitable
hardware effort.

The dc drift problem observed for -cut, -propagation de-
vices must also be discussed here. For random polarization vari-
ations the voltages needed to control a distributed PMDC will
have zero means. This should in principle avoid all dc drift. But
in reality polarization varations may not be as random as re-
quired. However, if a halfwave SBA with slowly rotating ori-
entation angle is added at the input of the PMDC, a differential
phase TE-TM shift is generated. In order to maintain the desired
DGD profile, the SBA orientations in the rest of the distributed
PMDC must rotate at twice this rate. This can also be accom-
plished automatically during the control process. As a conse-
quence, all driving voltages will be dc-free even if the PMD
scenario is static [48].

Recently, this distributed LiNbO PMDC was tested in a
40-Gbit/s CSRZ-DPSK transmission setup (Fig. 16), similar to
that in [52]. Arrival time detection was implemented; for results
see Fig. 6. For PMD compensation, the “tennis ball” scrambled
signal was transmitted over available fiber, 33 km of DSF, and
1 km of SSMF. At the receiving end there were two DGD sec-
tions, inserted between three motorized fiber-coil-type endless
polarization transformers. The distributed PMDC was operated
as a four-section PMDC with polarization transformers at
positions 0.1, 0.35, 0.55, and 0.75 , where is the full chip
length ( 23 ps of DGD). A controller processed the arrival
time signal and adjusted the driving voltages for minimum
residual PMD. A total of 48 voltages was used, which could
in the future be controlled by just eight degrees-of-freedom as
described above.

Measured spectra at the output of the integrator are displayed
in Fig. 17, here with DGD sections equal to 8.6 and 6.6 ps,
respectively. When PMD compensation is on, the arrival time
signal is typically 30 dB lower than when it is stopped, indi-
cating a 30-fold DGD reduction. The multiples one, two, and
three of the fundamental frequency of 417 kHz are expected to
be found for the “tennis ball” curve of the scrambled polariza-
tion on the Poincaré sphere. Higher harmonics were also ob-
served here, but their amplitudes are unnecessarily increased by
the fact that the integrator was not a true integrator and had a
constant gain beyond 2 MHz. The higher harmonics present no
significant disadvantage.

Fig. 17. 40-Gbit/s CSRZ-DPSK transmission. Spectra at integrator output
with PMDC stopped or running.

The back-to-back receiver sensitivity (without scrambler,
fiber, DGD sections, PMDC) at the input connector of an optical
preamplifier equals 32.0 dBm at a BER equal to 10 . DPSK
eye pattern monitoring using an oscilloscope was not possible
in the PMD-compensated setup, because the photodetected
signals need to be connected to the clock and data recovery.
However, measured factors for various configurations are
given in Fig. 18, using 2–10-s-long counting intervals for each
BER value. The various values belonging to a particular
configuration were obtained for different settings of the fiber
polarization controllers, in the quest of best and worst cases.
Note that the scrambler alone reduces the back-to-back
factor from 29.5 dB (measured separately) to 23.7 dB. This
is mainly due to PDL in the photodiodes: the longer the BER
counting intervals were, the later the extrapolation began, and
the better was the factor. So, most given factors are likely
to because the noise probability density function falls off more
sharply than that of Gaussian noise. Two DGD sections having
6.6 and 8.6 ps of DGD, in addition to scrambler, PMDC, and
34 km of fiber, resulted in factors 20 dB.

The PMDC was also tested dynamically by activating the
motorized fiber polarization controllers. Operation was usually
error-free. Occasional errors are believed to be due to higher
order PMD, which was not detected here.

The bottom line is that the distributed PMDC:

• is a natural compensator for any PMD, as will also be seen
in Section V;

• can be operated with a minimum number of control vari-
ables, even if the waveguide is unusually inhomogeneous;

• can be expected to solve the 40-Gbit/s PMDC problem
once it is fabricated in a commercial fab.
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Fig. 18. 40-Gbit/s CSRZ-DPSK transmission with distributed PMD compensation: Q-factors measured for various configurations.

V. HIGHER ORDER PMD DEFINITION

A. Taylor Expansion of PMD Vector (TEPV)

The definition of first-order PMD is undisputed. Poole and
Wagner have searched those PSPs that will, to first order, not
vary as a function of optical frequency at the output of a fiber,
and have found that they exhibit a DGD [1]. Alternatively one
can determine the polarization-dependent small-signal intensity
modulation transfer function of a fiber, and will find maximum
and minimum delays, hence, a DGD between orthogonal two
polarizations, which are the PSPs [7], [53], [54].

Regarding higher order PMD, almost all previous work on
its definition concerns the familiar truncated Taylor expansion
of the PMD vector (TEPV). It is easy to calculate the PMD
vector derivatives from the Jones matrix. The opposite path has
recently been opened by Heismann [55]. The advantages of a
higher order PMD definition by the TEPV are the following.

• Easy analytical calculation of higher PMD orders
• Addition/subtraction of second-order PMD to the fiber

chromatic dispersion. The same holds for other orders of
PMD and chromatic dispersion.

• Relation of third-order PMD to slope steepness differ-
ences of NRZ signals.

Its key disadvantages are the following.

• No direct relation to physical fiber parameters exists.
• The true frequency-dependent trajectory of the DGD

vector in the Stokes space would be described by sums
of sinusoids with arguments that depend linearly on
frequency. But sinusoids are not well approximated
by a Taylor series. Inevitably, an infinite DGD will be
predicted far off the optical carrier frequency.

Second-order PMD is usually classified with respect to the di-
rection of first-order PMD [56]. This is good to discuss statis-
tics. However, like for the third-order PMD discussed in Sec-
tion III-C, its effect on received eye patterns is better described
when it is discussed with respect to the signal polarization: De-
pending on whether second-order PMD is parallel or antiparallel
to the input polarization, it will add and/or subtract to fiber chro-
matic dispersion.

B. Sequence of DGD Sections (SDGD)

Most PMD simulation is carried out by assuming a sequence
of cascaded DGD sections (SDGD), because it is widely

accepted that an infinite number of randomly cascaded sections
produces “natural” PMD. A finite SDGD can also be used for
PMD description [7]. A restricted 3-section variant for effects
up to the second order was proposed by Shtaif et al. [57].
Möller [58] has pointed out that the structure of a cascade of
DGD sections can be obtained by a layer-peeling algorithm
[59]. We have implemented this algorithm and have obtained
experimental DGD profiles of simple PMD media, including
our distributed PMD compensator in several configurations
[32]. Important advantages of the SDGD method are the
following.

• Easy graphical display of DGD profile.
• Building a PMD emulator with SDGD is much easier than

building one for the TEPV with adjustable orders of first-
and higher order PMD [60].

• It emulates what a real fiber typically does, which is not
evident for TEPV-based higher order PMD emulators.

A disadvantage of the PMD definition by a SDGD is the
potentially large number of unknowns. A modification of the
scheme might involve choosing a number of DGD sections,
for example, all with equal, initially unknown lengths, and
then finding their length and orientations that describe the
PMD medium best. Obviously a single DGD section describes
first-order PMD alone. Two DGD sections describe this,
plus the fairly typical interplay between higher orders of the
Taylor-approximated PMD vector. The total DGD is constant,
which is reminiscent of [56], where it has been shown that
second-order PMD parallel to first-order PMD is a lot weaker
than that perpendicular to it. The typical slope steepness
difference, caused by third-order PMD, can easily be observed
even in two DGD sections. More accurate PMD modeling is
possible with three or more DGD sections.

While all this makes sense, we discuss in the following a re-
lated technique to describe higher order PMD.

C. Fourier Expansion of Mode Coupling (FEMC)

The direction change between adjacent DGD sections is the
retardation of a mode converter. Seen by an observer who looks
in the direction of the preceding DGD section, this direction
change occurs up/down or right/left. This amounts to in-phase
or quadrature mode coupling between local PSPs. If the number
of DGD sections approaches infinity, mode coupling becomes
continuous. We point out that it is possible to describe a PMD
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Fig. 19. DGD profile of reference (exemplary PMD medium) cascaded with inverted FEMC structure (which thereby forms a PMD equilizer). Scaling unit is
one DGD section length of the reference structure.

medium by a Fourier expansion of mode coupling (FEMC) as
follows.

1) A frequency-independent mode conversion at the fiber
input. This is described by two parameters, for example,
retardation and orientation.

2) A total DGD.
3) A frequency-independent mode conversion at the fiber

output. In the general case a mode conversion (two pa-
rameters, as at the input) and a differential phase shift
(one more parameter) are needed. In total this means that
there is a frequency-independent elliptical retarder at the
output.

4) Complex Fourier coefficients (7) of mode coupling
along the birefringent medium, which exhibits the above-
mentioned total DGD only in the absence of mode con-
version.

Among these four items, the first three simply describe first-
order PMD, and this has been pointed out by many authors. Only
the fourth item makes it a FEMC. If there is mode coupling,
the DGD profile will bend. Bends at discrete positions would
correspond to the SDGD model. Fourier coefficients describe
DGD profile bending in a continuous manner (Fig. 19).

As mentioned, the zero-order coefficient coils the DGD
profile. Whether coiling occurs up/down or right/left or in a mix
of these cases depends on the phase angle of . The coiling
radius is inversely proportional to the magnitude of this coef-
ficient. Other will wind a spiral when they occur alone.
combined with can result in a forth-and-back bending of
the DGD profile.

The number of real parameters needed to describe PMD by
the three mentioned methods is listed in Table II. In all cases
three extra parameters must generally be added to specify a fre-
quency-independent elliptical retarder at the fiber output. Only
the order 1, corresponding to first-order PMD, is identical for
all methods.

The TEPV needs three vector components in the Stokes space
for each PMD order. Maximum PMD order covered and method
order are equal only here.

TABLE II
ORDER AND NUMBER OF REAL PARAMETERS IN HIGHER ORDER

PMD DEFINITION METHODS

The SDGD needs the two parameters of an SBA, plus one
total DGD, for the first order. Each additional order is defined
by two parameters of an SBA. The method order here means
how many DGD sections there are.

In the FEMC, no mode coupling occurs in the first-order
PMD case. adds two real parameters. Each higher order of
the method adds two Fourier coefficients , which amounts
to four more real parameters.

In the following we give an FEMC example for method order
3 . It needs nine real parameters, like third-order TEPV.
A random PMD medium has been taken as a reference. It is
composed of 16 DGD sections with equal lengths. The length of
one DGD section defines the normalized unit length in Fig. 19.
The first-order PMD was 5.1 units, the (first-order) PMD vector
was 4.98 1.24 0.42 . The reference is cascaded with a
smoother DGD profile that is an inversion of the FEMC struc-
ture. It follows the jagged reference profile with gentle bends
and more or less cuts through the “messy” left part of the refer-
ence profile. For convenience the FEMC structure was also rep-
resented by 16 DGD sections (instead of an infinite number) but
this coincidence has no importance because their total DGD is
only about half as high as that of the 16 reference DGD sections.

The FEMC coefficients were determined as follows. A
Gaussian input pulse was assumed, with a width equal to the
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Fig. 20. Magnitudes of Gaussian input pulse and of output pulses resulting
from cascaded reference and inverted FEMC structure. Time scale is the same
as in Fig. 19. Input pulse width is 8.07 DGD units.

total DGD of the DGD profile used in the FEMC (assuming no
mode conversion). This is not the only possible FEMC pulse
shape and duration. However, it makes sense to choose the
total DGD rather than the first-order DGD because the former
is related to the overall complexity of the PMD situation, while
the latter may even disappear. Pulse width and the identical total
DGD were of course varied during the optimization. The PMD
medium (reference) and the inverse of the structure defined by
the FEMC were concatenated. The various parameters were
adjusted so that the output signal was—as far as possible—in
only one (co)polarization mode, and that the impulse in the
other (cross-)polarization had its residual maximum amplitude
near the time origin, not elsewhere like in the case of first-order
PMD. Fig. 20 shows the magnitudes of the electric fields in co-
and cross-polarized output pulses. The unwanted polarization
is 37.2 dB down. The Gaussian input pulse is also shown.

As an alternative to the FEMC, the SDGD method could de-
scribe the reference profile exactly, but only if it comprised 16
sections equal to those of the reference.

For comparison, the TEPV method was also tested. The
TEPV was calculated up to the third order from the Jones
matrix of the reference (PMD medium). Then, the Jones matrix
corresponding to this truncated TEPV was built as described in
[57]. As a third candidate, the EMTY method, an exponential
expansion of the Jones matrix by Eyal, Marshall, Tur, and Yariv
[61],[62] was tested the same way. For all methods, the input
pulse width was chosen identical to that after convergence of
the FEMC. Table III shows orthogonal polarization suppression
versus method and its order. In the given example, the FEMC
holds an advantage over the TEPV ad the EMTY method. The
extinction improvement in dB after addition of higher-order
terms is several times larger for FEMC than for TEPV and
EMTY. In a few more tested PMD examples, the FEMC also
held an advantage. This is not surprising because the FEMC
and SDGD models are closely related to natural PMD.

However, more work is needed to assess whether (and how
much) the FEMC outperforms the TEPV (and the EMTY
method) on average. If he answer is yes, then a PMDC that
could, for example, compensate the traditional PMD orders
1 to 3, might not be the most efficient equalizer. Rather,

TABLE III
SUPPRESSION OF CROSS POLARIZATION BY EQUALIZERS DEFINED BY

HIGHER-ORDER PMD DEFINITION METHODS

a distributed PMDC could be preferable, with as sharp as
possible a polarization transformation at its input, with one
more at the output if a defined output polarization is needed,
and controlled amounts of mode coupling along its length, for
example, defined by Fourier coefficients.

In its realization the distributed PMDC has a fixed total DGD.
So its DGD profile must be flexible enough to fold, in order to
eliminate any excess DGD.

Note that for the calculations of Table III, three more parame-
ters than shown in Table II were chosen because the “equalizer”
needed to be aligned to the reference to separate the polariza-
tions as shown in Fig. 20.

Several variations of the FEMC are conceivable. For
example, instead of the Fourier coefficients with
orders , one could use the orders

. This would mean that the num-
bers in the last line of Table II would need to be replaced by 3,
7, 11, and 15. Alternatively, the input and output polarization
transformers could be made part of the mode conversion
process. This is also practically the case if a distributed PMDC
is used for PMD compensation plus output polarization control.

Determining the and other FEMC coefficients presently
involves the described numerical minimization process. It may
indeed be considered as the most important drawback of this
PMD description method that an analytical solution is not
known. Finding an easy solution might help in the control of
distributed PMDCs—this is a question of not getting trapped in
local optima during the PMD control process.

The SDGD method is conceptually similar to FEMC and can
be an alternative to FEMC, maybe by keeping the DGD section
lengths constant and varying their number.

VI. CONCLUSION

Research on PMD mitigation and compensation issues is still
wide open, only with the stringent constraint of cost. Interesting
topics are in particular:

• electronic PMD mitigation at 40 Gbit/s;
• higher order PMD detection for alternative signal and

modulation formats;
• fabrication of distributed PMD compensators in LiNbO ;
• fast endless polarization control.

Progress on these items is still needed for a fast, accurate, and
sufficiently cheap PMD compensation at 40-Gbit/s speeds.
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In addition, the lively discussion of PMD definition and de-
scription, to which we have contributed a Fourier expansion of
mode coupling, is likely to continue.
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